
Piecewise-Velocity Model for Learning Continuous-time 

Dynamic Node Representations

Introduction

Graph representation learning (GRL) aims to encode the structure of a 

given network into low-dimensional vectors.

Applications: classification, community detection and link prediction.

In this work:

• We propose a novel scalable GRL method to flexibly learn continuous-

time dynamic node representations.

• It balances the trade-off between the smoothness of node trajectories 

and model capacity accounting for the temporal evolution.

• It can embed nodes accurately in very low dimensional spaces (D=2).

• We show that it outperforms well-known baseline methods.
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Illustrative comparison of the ground-truth embeddings, the adjacency matrices constructed based on aggregating the links 
within the intervals and learned node representations.
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Experiments

Network reconstruction

Network completion

Network prediction

Proposed Approach

Problem Formulation

Nonhomogeneous Poisson Point Process

PiVeM: Piecewise-Velocity Model

Prior probability

Influence of the model hyperparameters.

For the implementation, datasets, animations and other details, 
please visit the address: 

https://abdcelikkanat.github.io/projects/pivem/
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Illustration of the links of a continuous-time dynamic network
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